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Introduction Benchmarking SoTA LLMs
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OUET DERAVIOT Wik Wide dithiculty rahge. - 0 Mt | e Detailed Profiling LLMs’ easy-to-hard generalization ability
* Generalization ability from easy to hard. | real )
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E2H-AMC Find the number of2 pairs of integers (a. b) with 1 §2 l' CODEFORCES E2H-Codeforces 3
a < b < 57 such that a“ has a smaller remainder than b
MAA |_| M1 T when divided by 57 . You're given a string of lower-
| 1YWY \ . \ | case Latin letters. Your task 1is \ :
leﬁCUltYi 0.587 + 0.085 Percentile: 70.3% to find the length of its longest E2H-ARC E2H-Winogrande  E2H-ARC E2H-Winogrande  E2H-ARC E2H-Winogrande
- E2H-GSMS8K substring that can be met in the |
openai/grade- Jerry 1s twice as old as he was 5 years ago. How old will Jerry be in 3 years? SUILIE B LEBESL UHites lhese (@ by (0) Medium e tare
school-math A : — e occurrences can overlap.
Difficulty: 0.301 + 0.157 Percentile: 30.3% Mathematics | pmgmmmmg Difficulty: 0.204 £ 0.025 Percentile: 29.1% ¢ Model behavior against increasing difficulty levels for each dataset
. * Most models show monotonic decreasing accuracies
Which of the following takes place during fertilization in animals? B oWieayE « The extent of this decline varies significantly among models and datasets
(A) production of sperm and egg (B) joining of sperm and egg :
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Difficulty: 0.425 4 0.066 Percentile: 30.4% Reasoning Chess . . . " Percentile: 30.9% zj \> o s
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“* Data source: examinees’ attempts on problems (correct/incorrect)  %* The fine-grained standardized difficulty labels e O
* Shows that the problems within each domain cover a wide range of difficulties
& g * Verifies that our datasets include more challenging problems
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Examinee 1 Examinee 2 Examinee N frivap ready 1 Checkmate % The first to deliver detailed easy-to-hard generalization results across
incorrect correct 2 v s a2 Crushing continuous, wide-range of difficulties on LLMs.
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8 | HMMT-Feb et 1s * Y-axis: trained on subsets of varying difficulty via Supervised Fine-Tuning (SFT)
= ' « X-axis: evaluated across all evaluation difficulties
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S g5 o5l  Color gradient: performance difference to training on randomly difficulties
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. s Our preliminary observation
Checkmate Crushing Advantage Equality o o . . . o
D1fﬁculty 0.072 4+ 0.032 Difficulty: 0.163 + 0.038 Difficulty: 0.299 + 0.031 Difficulty: 0.418 + 0.194 * Generalization benefits when training and evaluation difficulties are similar
Problem Difficulty b Problem Ratings 7, _ Percentile: 10.5% Percentile: 30.9% Percentile: 708% Percentile: 89.4% e Training on more challenging samples poses increased generalization difficulties.




